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In the absence of responding, pigeons were shocked under a variable-time schedule. Re-
sponses on either of two keys occasionally produced one minute of shock-free time. That is,
pigeons' key pecks were reinforced with shock-free time under concurrent variable-interval
schedules. The relative frequency of access to the one-minute shock-free periods was sys-
tematically manipulated. Pigeons tended to match both relative response rate and propor-
tion of time spent on each key to the relative frequency of the shock-free periods. A best-
fit linear regression equation accounted for over 95% of the variance in both relative
response rate and time allocation. The data paralleled closely the results of concurrent
schedules of positive reinforcement. These findings are consistent with a description of
reinforcement as a transition to a higher-valued situation and suggest that common laws
govern choice for both positive and negative reinforcement.
Key words: avoidance, negative reinforcement, concurrent schedules, matching law, law

of effect, key pecking, pigeons

According to the matching law (Herrnstein,
1970) the rate of response controlled by a re-
inforcing alternative is equal to the proportion
of reinforcers delivered for that alternative.
This can be expressed as a relative rate by

B1 __r1 (1)
B2 r2

in which B1 and B2 represent the response
rates associated with the two alternatives. The
reinforcement value associated with alternative
one and alternative two are represented by r,
and r2, respectively. If r, and r2 are expressed
as rate of reinforcement, Equation 1 predicts
that relative response rate will be equal to the
relative rate of reinforcement.
Although Equation 1 is an empirical gener-

alization based on the results of experiments
involving positive reinforcement, a recent mod-
ification of the law of effect (Baum, 1973) ap-
plies also to experiments involving aversive
stimuli. Baum defined reinforcement as a tran-
sition from a low-valued situation to a higher-
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valued situation where value is a scale that
represents the parameters of reinforcement and
punishment. For example, 4 sec of access to
grain, in many cases, has greater "value" to a
hungry pigeon than a situation in which grain
is not available. The transition from a situa-
tion of lower value (a no-food situation) to a
situation of higher value (4 sec of access to
grain) would, therefore, serve as a positive-val-
ued transition and reinforce behavior that is
correlated with it. The value (or relative rein-
forcing property) of any situation with respect
to any other situation must be empirically de-
termined. However, once a reinforcer (positive-
valued transition) has been identified, Equa-
tion 1 predicts that the relative response rate
will match the relative rate of access to that
transition. A similar analysis can be made of
negative reinforcement procedures.

For example, past experiments (Lewis, Lewin,
Stoyak, and Muehleisen, 1974; Lewis, Moon,
and Hutton, 1976) show that shock-free periods
reinforce key pecking in pigeons. In these ex-
periments, shock occurred in the presence of
one situation, and a peck produced a different
situation in which no shock occurred. Both sit-
uations were associated with distinctive stim-
uli. The transition from the first to the second
situation was reinforcing. In another experi-
ment, using negative reinforcement, the abso-
lute response rate decreased as the value of the
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transition decreased, even though the conse-
quence for pecking remained the same (Hut-
ton and Lewis, in press).
The question in the present experiment was:

does the relative frequency of 1-min shock-free
periods produced for pecking on one key affect
the relative number of responses and relative
time spent on that key in a concurrent sched-
ule? In particular, does relative rate of key
pecking "match" the relative frequency of
shock-free time presented as a consequence for
key pecking?
The procedure was comparable to a concur-

rent VI-VI schedule of food reinforcement. In-
stead of, say, 4 sec access to grain as a conse-
quence of pecking, pigeons produced 1 min of
shock-free time. The independent variable was
the relative frequency of shock-free periods fol-
lowing a response on one key, and the depen-
dent variable was the relative frequency with
which that key was pecked.

METHOD

Subjects
Three White Carneaux pigeons (Ml, M3,

and M4) from the Palmetto Pigeon farm, Sum-
ter, South Carolina, were maintained at 80%
of their free-feeding weights during initial
training; thereafter, subjects were given free
access to food and water in their home cages.
The subjects were naive when they began the
training procedure, described below, but be-
tween the training and the experimental pro-
cedures, all three pigeons participated briefly
in a concurrent negative-reinforcement experi-
ment involving delayed shocks.

Apparatus
A standard conditioning chamber (BRS-

LVE) with two translucent response keys,
which could be illuminated white, red, or
green, was housed in a sound-attenuating box.
The two keys were positioned 25 cm from the
floor and 20.3 cm apart. A response of 0.44 N
on either key closed a microswitch. The food
reinforcer, 4-sec access to mixed grain, was de-
livered with the houselights out. A variable ac
transformer in series with a 10 K-ohm resistor
delivered shocks for 0.3 sec. Shock was carried
to stainless-steel electrodes implanted around
the pigeon's pubis bone (Azrin, 1959). The im-
planted wires were routed vertically from the
pubis bone, posterior to the bird's legs. A Nu-

way snap was crimped to each wire. From these
snaps, a two-conductor cable led to a two-con-
ductor plug held above the pigeon's back by
a thin leather harness. During experimental
sessions, the plug was connected to a mercury
commutator (Gerbrands, Inc.) mounted on the
ceiling of the chamber. White masking noise
(80 dB) was present throughout each session,
and a 10-cps click stimulus (85 dB) was pro-
vided by a BRS-LVE module when required.
Solid-state scheduling and recording equip-
ment was located in an adjacent room.

Procedure
Training. Pigeons were trained to avoid by

the reinforcement-switching method (see Lewis
et al., 1974). During the training sessions, sub-
jects were tested for 2 hr or until 50 food re-
inforcers occurred, whichever came first. Sub-
jects were trained to peck both response keys
by reinforcing approximations. Next, a con-
current two-component chain schedule was in-
troduced. During the first component, both
keys were white and the clicker was on; dur-
ing the second component, one key was dark
and either the left key was green or the right
key was red. After 10 sec in the presence of the
first component, a peck on one of the white
keys terminated the clicker, changed the key
color on that key, and darkened the other key.
The schedule in the initial component was
therefore Fl 10-sec. The second component was
3 min long. During the second component,
pecking produced grain at variable intervals
averaging once every 10 sec (VI 10-sec). All VI
schedules included two sequences of 10 inter-
vals generated from Fleshler and Hoffman
(1962) tables. The size of the variable-interval
food schedule was subsequently increased to VI
15-sec, VI 30-sec, and VI 60-sec. After respond-
ing was maintained on conc chain Fl 10-sec
VI 60-sec, shocks of 10-V intensity and 0.3 sec
in duration were delivered during the first
component at varying time intervals averag-
ing once every 3 sec (VT 3-sec). Throughout
the experiment, shocks were inescapable. Next,
shock intensity was increased daily in 10-V in-
crements from 10 V to 70 V (M4) or to 120 V
(Ml and M3). Then, the VI food schedule was
gradually eliminated (VI 60-sec, VI 120-sec,
VI 300-sec, VI 600-sec; after VI 600-sec, all food
was eliminated). Following food elimination,
duration of the second component was reduced
from 3 min to 2 min to 1 min; the first com-
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ponent shock schedule was changed from VT
3-sec to VT 5.4-sec; finally, the first component
schedule requirement was changed from VI 10-
sec to VI 20-sec, then VI 45-sec.
Experimental condition. Subjects were tested

every other day for either 2.5 hr (Ml and M3)
or 5.0 hr (M4). The first procedure was conc
VI 1-min VI 1-min. Reinforcement was a 1-min
shock-free period. In the absence of a response,
both keys were white, the clicker on, and shock
was delivered under a VT 5.4-sec schedule. Re-
inforcement was scheduled by separate VI pro-
grammers, one for each key; both VI timers
ran continuously. A peck on a key, whose
associated variable interval was completed,
changed the color of that key from white to
red (right key) or white to green (left key),
darkened the other key, and terminated the
clicker and the 5.4-sec shock schedule for 1
min. When the keys were white, the clicker on,
and the shock schedule in effect, the procedure
was called the initial link. Responses during
the 1-min reinforcement period were recorded,
but had no other effect.
The order of conditions and the VI sched-

ules of reinforcement associated with each key
are in Table 1. Because the overall rate of re-
inforcement might have affected the sensitivity
of the dependent variable to changes in the
independent variable, it was held constant at
a nominal value of 3.56 per minute through-
out the experiment (Baum, 1974). This rate
was sometimes exceeded, however, since the
VI tapes ran continuously and since the tapes
were rarely at the beginning of an interval
when timing began. The obtained mean rein-
forcement rate and the range for the last five
sessions of each condition are in Table 2. The
scheduled relative rate of reinforcement (right
key/left key) was 0.33, 0.11, 0.33, 1.00, 3.00,
9.00, 3.00, and 1.00 for Conditions 1 through
8, respectively.

Subjects Ml and M3 were tested for 10 ses-
sions under each condition, and M4 was tested
for seven sessions under each condition.
Dependent variables were absolute response

rate (total pecks on both keys during the ini-
tial link divided by the length of the initial
link), relative response rate (pecks on one key
divided by pecks on the other key during the
initial link), and a time-allocation measure.
Time allocation was measured with two clocks
-one for the left key and one for the right key.
The first key peck on either key in the presence

Table 1
Order of Variable-Interval Reinforcement Schedules

Schedule on Schedule on
Left Key Right Key

(sec) (sec)
VI 67.50 VI 22.50
VI 168.50 VI 18.50
VI 67.50 VI 22.50
VI 33.75 VI 33.75
VI 22.50 VI 67.50
VI 18.50 VI 168.50
VI 22.50 VI 67.50
VI 33.75 VI 33.75

of the shock condition activated the clock for
that key. Further responses on the same key
had no effect on the clocks, but a response on
the other key terminated the first clock and
activated the clock associated with that key.
The clocks did not operate during the 1-min
reinforcement periods or until after the first
response following onset of each shock condi-
tion.
No changeover delay (COD) was used in

either training or in the experimental condi-
tions. In other experiments with a COD, pi-
geons had developed exclusive preferences for
the more frequent negative reinforcer. Because
a COD often increases preference, we left it
out of the present work.

RESULTS
The upper three graphs in Figure 1 show

the logarithm of the relative response rate
(PL/PR) in the presence of the white keys as
a function of the logarithm of the relative
obtained reinforcement rate (ril/rr) on those
keys for each subject. The bottom three graphs
in Figure 1 show the logarithm of the relative
time spent pecking each key (TL/TR) as a
function of the logarithm of the relative ob-
tained reinforcement rate (rl/rr) on those keys
for each subject. The straight line through the
data points represents the line obtained by a
least-squares regression equation.

In (PL/PR) = a In (rl/rr) + In k
and

ln (TL/TR) = a In (rl/rr) + In k
respectively. The values of a, the slope, and ln
k, the intercept, were empirically determined
(Baum, 1974). The value (e) in the upper-left
corner of each graph is the proportion of vari-
ance not accounted for by the regression equa-
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Fig. 1. The logarithm of the relative reinforcement rate plotted against the logarithm of the relative response

rate (top three graphs) and the logarithm of relative time allocation (bottom three graphs). The data for MI
are on the left, for M3 in the middle, and for M4 on the right. The number in the upper-left corner of each
graph is the proportion of variance unaccounted for by the best-fit regression equation given in the lower-right
corner.

tion given in the lower-right corner of each
graph. For all three subjects, over 95% of the
variance in both response rate and time allo-
cation was accounted for by the relative rein-
forcement ratio (ri/rr) and the parameters a

and k. All data points were obtained by taking
the mean proportion (left/sum of left plus
right) for the last five sessions of each condi-
tion, converting this number to a relative rate
(left/right) and then taking the natural loga-
rithm. This procedure permitted the inclusion
of data for sessions in which, because of the
low response rates, no reinforcers were ob-
tained on the less-preferred key (this happened
in only the most extreme conditions: either
conc VI 18.75-sec VI 168.5-sec or conc VI 168.5-
sec VI 18.75-sec). Subject M3, however, re-

ceived no reinforcers at all on the 168.5-sec
side for the last five sessions of that condition.
Because the log of the resultant relative ratio
was indeterminate, those two data points were

excluded from the analysis.

One bird (M1) showed a slight bias for the
left key, as evidenced by a k value greater than
one, and two birds (M3 and M4) showed a

slight bias for the right key. All birds co,isist-
ently "undermatched" (Baum, 1974) both time
and response allocation, as revealed by the less-
than-unity values obtained for the exponent a.

This indicates that the measures of preference
-relative time and response allocation-tended
to be closer to 1.0 (ln = 0.0) than the obtained
relative reinforcement ratio.
Although the relative-time and response-al-

location measures were systematically related
to the relative reinforcement ratios, the abso-
lute (left- plus right-key responses combined)
response rates were not. Table 2 shows the
overall response and obtained overall rein-
forcement rates and ranges, for the last five
sessions in each condition. There appears to be
no systematic relationship between overall
response rate and relative scheduled, or ob-
tained, reinforcement rates.
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DISCUSSION
The present results suggest that the match-

ing relationship holds for pigeons pecking a
key under a concurrent negative reinforcement
schedule, as has frequently been reported in
experiments using positive reinforcement.
There are two implications. First, the rela-

tive value of an alternative is a function of the
relative frequency of access to that alternative
in concurrent VI VI schedules of negative re-
inforcement. de Villiers (1974) showed that ab-
solute response rate is a function of the proba-
bility of shock-frequency reduction following
a bar press by rats. The present data extend
this relationship to relative rates of response.
The second implication is that both posi-

tive and negative reinforcement procedures
can be parsimoniously conceptualized within
the same theoretical framework. The present
study, in which 1 min of shock-free time was
systematically manipulated, suggests that it is
a situation transition (a shock-free period or
access to grain) that is fundamental in defining
"reinforcement" in both positive and negative
reinforcement procedures (Baum, 1973).
Although each subject's data were described

by the best-fitting linear regression line re-
lating relative reinforcement rate to relative
response rate and relative time allocation, per-
fect matching was not found. Instead, under-
matching was found for each bird with both
dependent variables. Undermatching is shown
when the relative-time and response-allocation
measures are less extreme than the relative re-
inforcement ratio and occurs frequently on
concurrent schedules of positive reinforcement
(Myers and Myers, 1977). Baum (1974) sug-
gested that reduced "discriminability" of the
relative value of two concurrent alternatives
will be reflected as undermatching. The values
reported here for the exponent a (from 0.57 to
0.85) were somewhat less than those listed by
Lobb and Davison (1975) for concurrent sched-
ules of positive reinforcement. It may be that
the differences are due to differences in proce-
dure (1-min versus 4-sec access to the reinforc-
ing alternatives, difficulties in equating shock
and, food deprivation, etc.), or to more funda-
mental differences in the effects on key peck-
ing controlled by positive versus negative re-
inforcement.

Some recent theorizing suggests that latter
interpretation (Seligman and Hager, 1972).
The concept of "preparedness" has it that
some responses are more susceptible to some
reinforcers than to other reinforcers. The pi-
geon's key-peck response is difficult to train
initially using negative reinforcers and is gen-
erally considered to be contraprepared for as-
sociation u-iith shock avoidance (Seligman and
Hager, 1972). The relatively small values for
the exponent "a" observed in this experiment
may be reflecting the fact that pigeons are con-
traprepared to associate key pecking with shock
avoidance. Indeed, the exponent "a" has been
interpreted as a measure of the subject's sen-
sitivity to the experimental manipulation
(Baum, 1974). Regardless of the meaning of
the "a" values, it is clear from these data that
the generalized matching law applies to con-
traprepared response-reinforcer relationships.
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